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This is a personalandimpressionisticaccountof the situationin evolutionarygeneticsand molecular
evolution, as it seemed to one participant in theoretical and methodological develojpnteoiefields. It
is basedin parton a PresidentialAddressdeliveredto the Societyfor the Study of Evolution at its 1993

annual meeting in Snowbird, Utah.

Theory reaches its zenith

During the years | spent in the Lewontin lab (1964-1967), population genetics was ciftpritat field
than evolutionary genetics is now. Theoretical population genetica tradition dating back before Hardy
andWeinberg,andwas a reasonablymaturefield. We spentour time making variousevolutionaryforces
collide with each otheras experimentaphysicistsdo with particles.The intention wasto try to discover
generallaws aboutwhich force would prevail. Therewas a great needfor total generality,for a simple
reason therewere almostno datato be had, so that we could not constrainour conclusionsto particular
parts of the parameter space. As we could not know how large selection coefligentsr what werethe
patternsof geneinteraction,we neededesultsthat would be generalacrossall of them. The theory was
beautiful indeed: the Kolmogorov equationsas masterfully employed by Kimura, and the variance

components machinery of Fisher and Wright, burnished to a high polish by Kempthorne and Cockerham.

Outsideof this beautifulbut small world wasthe frightening reality of interspeciedlifferences,about
which we could say almost nothing. In about 1970, evolutionary biology lookesldsit doesin Figure
1. Our central obsessionwas finding out what function evolution would try to maximize. Population
geneticists used to think, following Sewall Wright, that mean relative fitnessyould be maximizedby
natural selection. This is true for one locus, as lonthaselative fithnessesremainconstant.But by 1966
work on multi-locus systems had advanced from its inceptiokitoyra (1956) and Lewontin and Kojima
(1960). We now knew (Moran 1966) that w could decline as a result of natural selection and
recombination, even declirsteadily.It hadalreadybeenknown to FisherandWright that if the fithnesses
changedsecularlyor as a result of genefrequencydependencethe result would usually be a failure to
maximize mean relative fitness. But Morans result was shockivggfailure to maximize w hadinvaded

even the case of constant relative fithesses.

If only we couldfind out what function otherthan w was maximizedby natural selectionin the
presence of recombination, we would have some insighinhtd compromiseccur betweenthe genetic

machineryand naturalselection.We might then also be ableto seewhat selectionwould to the genetic



system itself, and to what extemieanfitness, and henceadaptationwould be expectedo be increasedn

evolution.

Two technological revolutions came to the field. One was the availability of compUiengwerefirst
employed in biology in solving the selection-migration cline (Fisher 1950; see Witk&s). In 1954, the
original and eccentric Nils Aall Barricelli was the first to use tfemgeneticsimulation (Barricelli 1954),
partly because he was one of the first to have access to a computer. Barricellis work was not puritlished
later in English, and so it fell to Fraser (1957a, b) to do the first widely-noticed genetic simuBgidhs.
early 1960s genetic simulation, numerical iteration of deterministic equations,numerical solution of
equilibriain deterministiccasesand numericalevaluationof equilibrium distributionsin stochasticones,

were all standard tools. They made the investigation of multi-locus natural selection possible.

Of course,in the absencef datato constrainthe parameterswe really neededgeneraltheorems,not
computer simulations. The late 1960s and early 1970s were thea¢forthe time that mathematicatigor
first arrived in population geneticBrevioustheoreticalwork hadbeento an engineeringstandardbf rigor
ratherthan a mathematicabtandard Approximationswere made,and small quantitiestossedout of the
expressions, seemingbrbitrarily. This often workedwell, but sometimeswe divided 0 by 0 and deluded
ourselves.Now, however, we had serious mathematicianslike Samuel Karlin heavily involved in
population genetics. It would surely be only a mattetimme beforegeneralresultsflowed forth, including
the long-soughtmaximizationprinciple. The journal Theoretical Population Biology was at the cutting

edge of this revolution.

But in spite of the best efforts of a lot fifie mathematiciansandthe earnesfumblings of the rest of
us, the general results we hoped for did not turn out to be accessibleofMiostproofs that emergedwvere
demonstrations that particular proposed generalizationsneemdrrect,leavingus all still frustrated.It is
fairly clear that thesefailures were not the fault of the researchersthe problemssimply did not have

tractable solutions.

There is no theorem that says that mean fitness, orreeanrelative fitness, must be improvedwhen
natural selection acts on Mendelian genetic systems. Mendelian ggrstémsare not optimally designed
to be the onesmost friendly to adaptation.The genetic phenomenasuch as recombination,can make
fitness decline. Nevertheless, it is equally clear that adaptatiorodoesa reasonabldraction of the time.
If it did not, we would not be hereto readthis volume. Our geneticsystemis not optimal, it is merely

good enough. Its ability to adapt effectively may not be perfectly general, bulepagdon which part of



a parametespaceof biological systemswe live in. If geneinteractionswere more complex, perhapswe
would rarely be ableto adapt.The averageprogressn adaptationof Mendeliangenetic systemsmay be
something which we could not know withdknowing more aboutwherewe arein the spaceof potential
gene interactions. Wagner and Altenbét§96) haveraisedthe issueof the evolution of adaptability"and
shown an example of an evolving system tending to mover@gionsof parametespacethat allow it to

successfully adapt.

The area in which theoretical populatiganeticssucceededestduring this periodwasin the study of
life history evolution. Following the lead &f. D. Hamilton and John MaynardSmith, particulargenetic
phenomena in life histories receivittoreticaltreatmentshat expandecbur understandingf how the life
cycles of organisms have come to differ. While sgghenomenasuchas the evolution of recombination,
haveremainedmired in controversy othershaveyieldedto theory. Someof the high points for me have
beenHamiltons (1967) investigationsof variationsin equilibrium sex ratios, Maynard Smiths cost of
meiosis" (1971)Brian Charlesworthsolving the mysteryof why Y chromosomeslegenerat¢1978), and

insight from Marc Feldmans lab into modifier evolution (cf. Altenberg and Feldman 1987).

Theseundoubtedsuccessebhave, however,affectedonly life history traits. They leaveus without any
better understandingof the elephantstrunk, or the Pandasthumb. Some of the monsters"who lurked
outsidethe speciesbarrier in the 1970s were actually morphological evolutionists, who roamedthe
hallways of our departmentsdesperatelyseeking someoneto help them analyze their data. Among
ourselves, population geneticists used to boast about how little help we had given. Fred Bloggseame to

me with his meaningless snail data. | threw him out.” (laughter)

Underthesecircumstancesmorphologistscould be forgiven for concludingthat population genetics
theory was uselessto them, and for trying to find a different evolutionarytheory that spoke to their
concerns. One of the attractions of species-selection forms of punctuationism, for exaamiat in one
stroke they demoted all within-population genetic phenomena to the mere generation of variability, with the
interesting natural selection occurring above the spéeies. This wasa satisfyingresponsdo unhelpful

population geneticists.

And yet, populationgeneticshad alreadydeliveredinsights into morphologicalevolution. The theory
hassucceeded in giving us a quantitative feel for the relative strength of various evolutionary forcaa. We
useit to show how slow changewould be if drivenonly by mutation, how small selectioncoefficients

must be to have their effect swamped by random genetic drift, and howmigicition would be neededo



overwhelm local adaptation.All of these might also have been attemptedusing another theory of
inheritance, such as the blending inheritance theory of Fleeheimgn (1867), but the resultswould have
been very different. Our current understanding of when migration, mutatiggneticdrift canbe invoked
to explain an unusual pattern derives directly from the mathematipéitations of Mendelianinheritance,
as assimilated into evolutionary theatyring the period of the Modern Synthesis.The fact that we could

not be of much practical help to morphological evolutionists has tended to obscure this fact.

Enter the data

What was needed was data, and here a second technological revolution had a more dramatic effect. When |
was a graduatestudent,Lewontin and Hubby (1966) were working on some obscureproject involving
electrophoretigels. It seemed bit odd, so we other membersof the Lewontin lab felt fortunatein not
being made to work on iAs soonastheir paperhad appearedit wasimmediatelyobviousthat the field
was transformed:where there had beenlittle datathere was now a lot. A wave of excitementswept
population genetics, and extravagant promises were made. If we could only compigfietthatistic from
them, electrophoretiggenefrequenciesvould solve the problemof discriminating betweenneutrality and
selection.But this wasnot to be, andasthe yearswore by, both lectureaudiencesand grantingagencies
became wary of the claim that we would solve this problem Real Soon Now. The reasorfdiburinevas
simple naturalselection,with millions of generationsand vast population sizes, can detectfar smaller
selection coefficients than we can hope to in exgerimentlt shouldthereforehavebeenanticipatedthat
we werenot going to be ableto discriminatebetweenneutrality andweak selectionaswell as evolution

could.

Neverthelessthe revolution wroughtby the arrival of molecularbiology has beenvast. It was now

relatively easy to generate multiple-locus gene frequency data within species by electrophoretic techniques.

The needfor methodsto analyzethese data was great, and population geneticistsresponded.One
landmark was Ewenss (1972) derivation of the likelihfada single locus samplefrom an infinite-alleles
model, with the surprising conclusionthat the number of alleles was the sufficient statistic for the
parameter =4y | the scaled product efffective populationsize and neutralmutationrate. As real data
are likely to also contain some deleterious alleles as well, we cannot actually drathigdhe conclusion
that gene frequencies do not matter in this estimation. Watterson (1975) put forwiafthtteesites model
and explored the estimation problems that it raises, suggesting the Number of Seg&itgistgtistic as

useful for estimating q .



Another landmark wablei's (1972) geneticdistance which becamean importanttool nearthe species
level. Even if we could not resolvethe neutrality-selectioncontroversy,we could use tools basedon
neutralityto ask otherquestionsaboutpopulationstructureandhistory. In fact, one might say that the
failure to resolvethe neutrality-selectiorcontroversyactually strengthenedhe use of thesetools. For if
therewasno easyway to discriminatebetweenthe genefrequencypatternsexpectedunder neutrality and
under selection, one could simply use the neutrality theory to generateexpectations,securein the

conviction that the presence of selection would change these patterns very little.

Twenty years on, we can see that these methods of data analysis had a greatiearffexpure theory
done during the same period. To a considerableextent the change from "population genetics" to
"evolutionary genetics" has been a change frdiala that wastheory-drivento onethatis driven by data

analysis.

Into the trees - the rise of molecular evolution

While populationgeneticswasturning into evolutionarygenetics,other kinds of molecular data and
otherusesof computerswere also revolutionizing the analysisof between-speciedata. With molecular
sequences available, precisely comparable data at the genetic level became acaisdigultiple species.
Previously, there had been some chromosome banding data, but celfaingroups.Morphologicaldata

suffered from having an unknown genetic basis, so that it could not give information at the genetic level.

It took only a few yearsfrom the first protein sequenceso the first sequencecomparisonsbetween
speciesZuckerkandland Pauling (1962) were the pioneers.They foresawa chemical paleogenetics'in
which ancestral protein sequences could be reconstructed from contemporary comparisortheangork
the molecularclock wasfirst postulatedAs the 1960sprogressedprotein sequencefor multiple species
accumulatedThe publicationof the Atlas of Protein Sequencedy the late MargaretDayhoff (Eck and
Dayhoff, 1966) was important in bringing evolution to the attention of molecular biologistsp@adular
biology to the attention of evolutionists. Dayhoff took an uncompromisiagbjutionaryapproachto the
data she compiled; the Atlas was, from the start, full of phylogeniesand discussionsof phylogenetic

methods.

Suddenly, molecular biology started answeringopen questionsabout the evolutionary history of
organisms. In the hands of Morris Goodn{@863a1963b) Vincent Sarich,and Allan Wilson (Sarichand
Wilson 1967), humans were relocated within the gegats(ratherthan being a sistergroupto them), and

within the African apes,andfinally madethe nearestelative of the chimpanzeedy Sibley and Ahlquist



(1984). The date of human-chimp divergence was rediac&dmillion yearsby Wilson and Sarich(1969).
Similar revolutions affected other groups. Woeseand Fox (1977) separatedhe Archebacteriafrom the
Eubacteria, alough the Archaebacteria subsequently proved tbitéeas archaicthan their nameimplied.
In many other groups, molecular evidence had a less disruptive effect, confirming the historical
reconstructions of morphologists more than it contradicted them. But especiallymdgrigologyfaltered,

molecular evolution was magically effective.

Numerical methods for molecular evolution

As the number of species in molecular data sets increased beyond a few, it became necass@yp
with a numericalmethologyfor reconstructingphylogenies.This literaturehad startedwith Edwardsand
Cavalli-Sforzas paper of 1964, which is one of the true landmarks in the phylogenetic literature. &adly, it
very little known amongpeoplemaking phylogenies pbecausef the misapprehensiothat this literature
sprang from the work of Willi Hennig (1950, 1966). The availabilitcofmputersin the 1960sled to the
development of methods for inferrignylogenies.The parsimonyandlikelihood methodswere introduced
by Edwards and Cavalli-Sforzgr blood group polymorphismgenefrequenciesCamin and Sokal (1965)
described the firstliscrete-charactearsimonymethod,and Cavalli-Sforzaand Edwards(1967) one of the
first distance-matrixmethods.Molecular evolutionistswereinvolved in this processvery early: Eck and
Dayhoff (1966) carried out the first moleculaarsimonyanalysis,and Walter Fitch (Fitch and Margoliash
1967) used cytochrome sequences to pioneer distance matrix m&hndsrhad producecdthe first protein
sequence in almost the same year that computers became widely available to scientists; ten years later, all of
the majormethodsof analysisof molecularsequencelatahad beenintroduced,and most had alreadybeen

applied to molecular data.

At first, thesemethodsdid not seemto be making any assumptionsaboutevolution. But as distance
matrix methods, and latdikelihood methods becamemore popular,it was apparenthat they necessarily
involved modelsof evolution. This point hasnot beeneasily appreciatecby systematists it has taken
outsiders to bring models to their attention. It is noticeable that, of the originathres rofjor methodsof
inferring phylogenies,only a few were trained as systematists.The otherswere population geneticists
(Cavalli-Sforzaand Edwards) biochemists(Walter Fitch and Margaret Dayhoff), medical microbiologists
(Peter Sneath), or statisticians (Jerzy Neyman). The mathematicalperspectivedid come easily to

systematists.

Unilluminating models



The simplestmodelsin molecularevolution (e.g, Jukesand Cantor 1969) were models of "random
hits", in which each site was equally likely to change, with alternative nucleetipigsrobablevhenit did
change. These models wdrasedon the observationof an approximatemolecularclock, but without any

specification of what evolutionary forces were creating these changes.

Lewontin and Hubby (1966) had already suggestedneutral mutation as a possible mechanismfor
electrophoretic polymorphism. Was Kimura (1968; Kimura and Ohta 1971) who first integratedwithin-
and between-speciemolecular observationdy suggestingthat both electrophoreticpolymorphism and
sequenceevolution werethe consequencef the sameprocess,neutral mutation. This had the effect on
evolutionary geneticsf bringing more datato bear,but an evengreatereffecton molecularevolution. It

supplied it with a theory, ready-made.

It wasimmediatelyapparenthat naturalselectionwas acting as well. Some proteinswere evolving
rapidly (fibrinopeptides,for example) and others slowly (histones). These differencescould easily be
accomodated in the neutralutation theory, which did not postulatethat all mutationswere neutral,only
that all that causedpolymorphismwere. There could be a fraction of all mutants that did not cause
polymorphism orsequenc&hangebecausehey were deleteriouslt could vary from site to site andfrom
locus to locus. It was to be expected that critically important regions of sequencehaweeitdost mutants
be deleterious, and that these would be eliminbtetpurifying" selection.Models of molecularevolution

have undergone modification in recent years to take these heterogeneities of rate of evolution into account.

Most evolutionary geneticists and molecular evolutionists have agreed that most noticeable
heterogeneities of rate of evolution were caused by the presence of this puw#igotjon.Both committed
neutralists and zealous selectionists have been in agreement on this. Where they would disagree was whether
the polymorphisms that were seen, and the sequence changes thetaveresultedfrom naturalselection
or geneticdrift. So far, therehasbeenlittle progressn telling theseforcesapart,either from within- or
between-species data. This has been frustrating, but, as we havatnbéedhad the happy effect that data
could be analyzed using modified neutral mutation models, without thuehtfrom the inadequacyof the

model.

The result hasbeenthat the modelsusedin molecularevolution are particularly simple, but in some
respects disappointing. They are primarily models specifying whatnddbappen.Sincewe do not know
whether the changes that do happen are the regpiisitive naturalselectionor neutralmutation, thereis

no way to predict how much natursglectionis expectedo improve molecularfunction. | often find that



when people outside the field ask whiatory predictsaboutmolecularevolution, they are disappointedo

find that its predictions are so negative.

Sequence samples from populations

While molecular evolution was maturing as a field, the same molecular technology wasisi@aaigg
evolutionary genetics. The invasion has been slow because so much evolutionary genetics was supported by
the aptly-named NSF. It is still much cheaper tdo electrophoreticsurveysat many loci thanto get one
population sampleof molecular sequenceslt is noticeablehow long it has taken, since Kreitmans

pioneering studies (1983), for population samples of nuclear molecular sequences to become common.

A major exceptionmust be madefor one tiny piece of eukaryoticDNA. Mitochondrial population
sampleshavebeenwidely used.They got much attentionwith the famous mitochondrial Eve" study of
Cann, Stonekingand Wilson (1987). At first, mitochondriawere usedbecauseheir DNA was easyto
extract. That ceasedto be an advantagewith the developmentof PCR, but other advantagegmaternal
inheritance, haploidy, and rapid rate of evolution) have been cited as additional reasmtetirateon the

mitochondrial genome.

Initially, few of the researchers using mitochondrial data reltteil treesto populationprocessesThe
presence of an Eve" seemedi®an unusualconsequencef maternalinheritance But every nucleotidein
the genome should iprinciple haveits own Eve" or Adam", as a resultof the coalescenprocessat that
locus. How far along the genomeone cango andstill find that samecoalescentree, so that every gene
copy comes from that same ancestor, depends on the rate of recombination and the effective mpelation
The techniquesof molecularevolution haveinvadedevolutionarygeneticsas peoplebeganto infer these
gene trees". At theametime evolutionarygenetictheoryturnedout to provide the theoreticalframework
for analyzing these gene tre@he basictheoreticalwork wasdoneby J. F. C. Kingman (1982a1982b).
His work generalized Sewall Wrights result (1930) for two copies. Wright pomtethat two copiesof a
genein a closed randomly-matingpopulation would have a common ancestoran averageof  2Ng
generations ago, with the distributibleing approximatelyexponential Kingmans n -coalescentprocess
(Figure 2) is the generalization of this to n copies. The time during whiah atbpieshavehaddistinct
ancestral lineages is exponentially distributed, wittan 4Ne/n(n-1) generationsBeforethat, therewere

n-1 copies, to which the same rule applies, and so on.

! In the USA, NSF meansNational Science Foundation,and is alsothe abbreviationon your bank
statement when you have Not Sufficient Funds



Kingmanswork is mathematicallyelegant,but easily appliedin practice.We do not needto use
Kingmanstechnicalmachineryto understandaind usethe distribution of treesthat his work predicts. The
namecoalescenthas cometo be appliedto any genetree. Kingmans prediction allows us to make a
statistical analysi®f sequencesamplesfrom populations.In principle, when developedenough,this will
allow a statisticalanalysisof the evidencewhich discriminatesbetweenthe Out of Africa" scenariofor
human evolution with the Multiregional Hypothesis".At the moment, thereis not a truly statistical

methodology for analyzing the data in this controversy.

The key to analyzingpopulationsamplesof sequenceg not to focustoo obsessivelyon finding the
true gene tree. One will usually have too few varying sites in the molecmakean accurateestimateof
the gene tree. It therefore becomes essential to take into acconnigbe our estimateof the genetree.
There are two main sources of statistical errdh#seinferencesOneis the randomnessf the coalescent
tree itself, which is drawn from Kingmansdistribution. The otheris the error in our estimateof the

coalescent tree, which depends on the randomness of the mutational processes at molecular sites.
The fundamental equation for likelihood inference in coalescent trees is (Felsenstein 1988)
L = =G Prob(G|a) Prob(D|Gu)

where L is the likelihood (the probability of the datagiven the parameters),a is the collection of
parametergor the populationprocessegeffective populationsizes, migration rates,etc.),and p is the
neutral mutation rate per site. TeRemmationover G sumsover all possiblecoalescentreesthat could
connectthe observedsequences;ountingnot only treetopologiesbut also branchlengths. Interestingly,
the first term inside the summation is the Kingman prior (or its analogue pattieularcase);the second

is the standard likelihood used when phylogenies are being evaluated.

Although these two quantities are easily computied sum looks like animpossibleoneto compute.
There are vast numbers of forms of the coalescentaneiisachhasan infinite numberof possiblebranch
lengths. For example, with only 10 sequences, to compute (1) wemeedhpute 2 571710°dimensional
integrals! However, two groups hadevelopedmethodsthat userandomsamplingto take a Monte Carlo
integration approach to thsum. Griffiths and Tavaré(Griffiths 1989; Griffiths and Tavaré1994a1994b)
have taken in place of G the set of all mutational and coalescent sequences of eventdjmigh8hithe
events. Equation (1) then can be written in a recursive form. @teyputethe resultingsum by sampling

paths dowrthroughthe recursion.This canbe extremelyfast for sequencethat obey Wattersonsgnfinite



sites model, where no mutation ever recurs. It is less hwarapidly it canbe computedin a finite-sites

model, such as the ones in standard use in studies of molecular evolution.

Our own lab (Kuhner, Yamato and Felsenstein 1995) has used a Metropolis-Hsatimgerto wander
through the space of all possible coalescent trees (Figure 3JoWiés by startingwith a reasonabldree,
and gradually modifying it. This is an example of a Markov Chain Monte @aekhod.Such methodsare
gaining wide acceptance for solving complex statisficablems.The Metropolis-Hastingssamplerworks
by acceptance or rejection of the resulting tree, depending on thefmaltef the quantity being summed
in equation(1). After a large sampleof possibletreeshas beenbuilt up, an estimateof the likelihood
surfacecan be made.Mary KuhnerandJon YamatosCOALESCE program, availablein our LAMARC

packageof coalescentlikelihood programs , seemsto computeand maximize L  effectively on

workstations and fast microcomputers with large enough memory.

In effect, the mathematicsof likelihoods on phylogenies,and that of coalescentpriors, has come
together to provide a set of tools for likelihood analysipafulationsamplesof sequenced. suspecthat

these will become the standard methods for analyzing these data.

The Metropolis-Hastingsampleraveragesver our uncertaintyabout the coalescentree, taking our
knowledgeof that treeinto accountproperly. One might imagine that this could be made unnecessary.
Supposehat therewaslittle uncertaintyaboutthe coalescentree. For example,if we sequenceckntire
mitochondria, we could be very sure of its tree topology and fairly sure of its branch lengths. In such a case,
that would eliminatethe needfor the Markov Chain Monte Carlo sampling.Yet it would not solve the
problem. Looking at a large number of sites does eliminate the uncertaintpthasfrom the mutational
variability. But it looks at onlyone coalescentree, sincethe whole mitochondrionsharesone coalescent.

In addition,thereis the risk that hitchhiking" natural selectioncould affect that coalescentpiasing our

estimate of the effective population size.

To eliminate the noise due to the variabiliti/the coalescenttself, we must look at many regionsof
the genome, each of which would have its own coalescent. That impliegetineedpopulationstudiesof
nuclear DNA. And that raises the issue of recombination. It is not hard to gen&liatimeansformulasto
allow for recombination (cf. Hudson and Kaplan 1985). In the presence of recombination, the coalescent tree

becomes a collection of trees (see Hudson 1990), or a network with loops in it. However, both Griffiths and

2 Available on World Wide Web at http://evolution.genetics.washington.edu/lamarc.html



Tavaré and my own lab have developed random-sampling methods for trees with recombinatictheg¢hen
methods are available, they will make it possible to analyze population samples of BidAearhat will
in turn allow evolutionarygeneticiststo subduethe variability of the coalescentree itself, not just the

uncertainty of our estimate of it.

Enter genomics

These same molecular and compuemhnologieshave broughtmoderngenomicsinto existenceAs it
is a high-budget technology, it has been even slowshoov up in evolutionarybiology, but its presence
is now noticeable.Although many of the current genomicsprojects in evolutionary biology are for
organisms that have economic importance, it is becoming possible for evolutionary biologéstschfor

major genes affecting traits that they study.

Onedoesnot needto be very daringto predict that this trend will continue. Of course,if traits are
controlledby large numbersof loci of small effect, it will fail to explainthem. To the extentthat it
succeedsthe classical variance componentstechniqueswill recede from view. In some casesthe
identification of QTLs can resolve old dilemmas. For example, suppose that we seditidraig between
two populations.Hasthis differencearisenbecauseof geneticdrift, or selection?And if selection,wasit

acting on this trait or on some correlated trait?

If geneticdrift acted,we would expectall the loci involved to havedifferentiatedin genefrequencyto
approximately equaextents,thoughin varying directions.If naturalselectionacted,we would expectthe
loci of largest effect to show proportionately more differentiation than those of smaller effect, buttall loci
show differentiationin similar directions.If naturalselectionactedon a correlatedtrait, we would expect

differentiation only in those loci that affected the correlated trait.

Figures4 and5 showthe two naturalselectioncasesjn animaginaryexample.Thefirst one is the
result of natural selectionon that characterthe secondone the result of natural selectionon another
character, which is only affected by the loci that are shown with asterisks. Of dourseljty the analysis
is more complicated than this: there is expected to be a certain amount of heterogetieihesepatterns
as a result of genetic drift, and we havédé&oable to do the appropriatestatisticalanalysisgiven that. But
the point is that, without the genomics, we could not hope to untangle whether the trait in question was the
actualtargetof naturalselection.With the genomics,it is at least possibleto ask the question.Other

confounded evolutionary forces may be separated for the first time as well.



There has alsbeenan explosivegrowth of comparativegenomics.The existenceof geneticmapsfor
multiple speciesgives us data to discussrates and processesf genomerearrangementSankoff and
Goldstein (1989) have begun the procesdefelopingprobabilisticmodelsof genomerearrangementVe

will surely see many more uses of these in evolutionary biology.

Enter morphometrics?

Computer technology has led to the development of methods of image capture and analysis, tmd those
the developmenbf morphometricslUnderthe leadershipof Fred Booksteinand Jim Rohlf, methodsare
being developed foanalysisof outlinesandlandmarks.andevenboth at the sametime. At the moment,
this activity has had little impact on evolutionary biology, but that will surely change. When germamics
be done on quantitative characters affecting shapephometricawill be neededo discoverwhich aspects
of shape eaclocusis affecting.In between-speciesomparisonstherewould seemto be much room for

use of morphometrics.

At the moment, morphometricssuffers from its methodsbeing purely geometric. Developmental
biology hashadno impacton morphometrics,as developmentalistare unableto provide parameterized
models of the development of the characters. Thus one has to easibsdéasicvariablesof interestones
which may not correspond to the developmental parameters. Inhfaatformation may flow in the other
direction. Morphometric studiesof within-population variation may suggestwhich aspectsof form are
varying indpendently, and which in a correlatécection. The difficulty with this programof studyis that
both mutation and natural selectiwiill affectwhich aspectof form vary in a correlatedfashion. This is
simply a reworking of the old controversy between quantitative genetiridtsiorphologistsover whether
constraintsare important in evolution. With genomicsavailable, there could be some resolution in

particular cases.

Really big trees

As phylogenies grow in size, furthquestionsopenup. It will becomepossibleto statistically assess
the role of species selection, for example. Kirkpatenk Slatkin (1993) have studiedstatisticsfor testing
imbalance in phylogenies. With such statistics,omald seewhethertherewas significant evidencethat a
trait had been affected by species selection. If those clades that hadvhigiesof the trait also seemedo
be more speciose, this would be evidence for a role of species selectiopetite havelarge phylogenies

to even attempt thisso it will not be happeningvery soon.It is possibleto take a large phylogenyand



search for that linear (or even nonlinear) combinatiboharacterg¢hat showsthe greatestorrelationwith

clade size.

If the data of paleontologists could be recast from survivédxdto phylogeniesthat have quantitative
characters on them, many questions about long term trends in evohgioall as naturalselectionabove

the species level could be addressed.

Evolutionary biology in the 1990s therefore no longer looks Filgure 1. The speciesboundaryholds

few terrors, and within- and between-species variation can be studied together (Figure 6).

Continuing frustrations

In someareastheredoesnot seemto be the progresghat we need.We needa developmentabiology
that finds repeatable patterns, and hence canamicdels,amongdifferent developmentaprocessesBut if
developmentlike life, is just one damnedthing after another",then generalmodelsof developmental
biology will lend little aid to evolutionary biology. The sameis true of ecology. Although it is
intrinsically a more important field than evolution, it is noticeable tittve successfutheoryis available
in ecology. When | was a graduatestudent,Robert MacArthurs work seemedto promise that strong
ecologicalmodels of the Lotka-Volterra type would be available. Those models have succumbedto
skepticism, leaving ecology as one of the few biological fields where postmodernism haasnyamieads
. We are thus unableto connectour molecular and morphological inferenceswith strong and stable

developmental or ecological models.

Emergent properties?

In the absence afevelopmentafieneralitiesone interestingapproachhasbeento seekgeneralizations
that will apply to largeclassesof developmentakystems.Stuart Kauffman has form many yearsbeen
investigating the evolutionarynplications of randomly connecteddevelopmentasystems(summarizedn
Kauffman 1995). His NK model has two parameters that allow the complexity of thengemaetionto be
varied. There is certainly reason to believe that it does not resemble the structurbiologalal systems,
but it is adaringattemptto posethe questionmore generally.lt is just beginningto get the attentionit
deserves from evolutionary theorists. Years agoade(Felsensteirl978) anotherlong-termevolutionary
model,an attemptto model the energeticsof an evolving ecosystem.The crucial result, that the total

energy content of the evolving ecosystem would rise linearly tivith, dependean onetail of the initial

3 (joke)



distribution of the efficiency of energyretentionbeing a powercurve.Evenif this is realistic, which is
open to considerable doubt, there is no way at present to connect it to a mechanistic moaegahtbe.
It would be wonderful if models like these, that attetigpmodel the long-termcourseof evolution, could
be interconnected and placed in a more gemenaiext. If suchefforts fail, we canalwaysfall backon the
hope that there are some empirically valid generalizationghat can be made about developmentaland

ecological interactions.

A new synthesis?

After the succesf the NeodarwinianSynthesisin the period 1920-1950,connectingevolution and
geneticsin powerful ways, it is tempting to try to discernanothernew synthesis.Thereis certainly a
synthesis of molecular biology and evolutionary biology going on. Nor tteeisfluencerun in only one
direction, agmolecularbiologists have discoveredhat populationvariation canhelp them find out which
regions of a genome are under constraint against change. &dtherlevel thereis no new synthesis.In
the original synthesis, the formal structure of genetic systems came to evolutionary biology, andiresulted
the mathematical theory of population genetics, easily the most elaborate body ofrthigiotggy. In the
present syntheses, no new thebasyet arisen.The forcesinvoked are thosethat we alreadyknew about
within populations.We havea post-neo-Darwiniarsynthesiswithout a post-neo-Darwinisnor, at least,
without a new theory. We have many new statistical and computationalmethods,but all use the pre-

existing theory as their base.

Making sucha theoryis a major challengelt probablyinvolves askinga new set of questions,and
seekinggeneralizationst a higherlevel. It may needto wait for developmentabiology and ecology to
come up with some new generalizationsOr it may simply needa new generationof evolutionary

biologists who can ask a new set of questions.
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Figure Captions

Fig. 1 A cartoon of the state of population genetics in 1970.

Fig. 2 Kingmans coalescent process.

Fig. 3 The Metropolis-Hastings sampler.

Fig. 4 A genetic map showing differentiation of gene frequencies of loci drift.

Fig. 5 A genetic map showing differentiationgdgnefrequencief loci affectinga quantitativecharacter,

when population divergence is by natural selection on a correlated character.

Fig. 6 A cartoon of the state of evolutionary biology in the 1990s.






